IEICE TRANS. COMMUN., VOL.E87-B, NO.4 APRIL 2004

891

[PAPER

Blind Adaptive Compensation for Gain/Phase Imbalance and DC
Offset in Quadrature Demodulator with Power Measurement

Chun-Hung SUN', Student Member, Shiunn-Jang CHERN'?, Affiliate Member,

SUMMARY In this paper we propose a new blind adaptive compen-
sator associated with the inverse QRD-RLS (IQRD-RLS) algorithm to
adaptively estimate the parameters, related to the effects of gain/phase im-
balance and DC offsets occur in the Quadrature demodulator, for compen-
sation. In this new approach the power measurement of the received signal
is employed to develop the blind adaptation algorithm for compensator, it
does not require any reference signal transmitted from the transmitter and
possess the fast convergence rate and better numerical stability. To verify
the great improvement, in terms of reducing the effects of the imbalance
and offset, over existing techniques computer simulation is carried out for
the coherent 16 PSK-communication system. We show that the proposed
blind scheme has rapidly convergence rate and the smaller mean square
error in steady state.

key words: quadrature modulation, gain/phase imbalance, DC offset, com-
pensation, inverse QRD-RLS algorithm

1. Introduction

Traditional wireless system design has been carried out at
somewhat disjointed levels of abstraction: RF system ex-
perts plan the transceiver architecture; IC designers develop
each of the building blocks; communication theory people
derive their base band technologies with a simple channel
model. Recently, there has been much effort in new design
for transceiver used in mobile communication. One of the
approaches is to combine the RF functions with DSP, which
will allow us to employ linear modulation techniques and
permit flexibility of modulation format and receiver process-
ing. It is known that the quadrature modulation technique
has been widely used in the transceiver of modern com-
munication systems, and, in practice, there is always some
Gain/Phase imbalance and DC offset between the I and Q
channels of modulator and demodulator. This is mainly due
to finite tolerances of capacitor and resistor values used to
implement the analog components [1], [2]. The unavoidable
imbalance between the I and Q channels is known to degrade
the performance of quadrature communication systems [3].
To compensate the problem due to the imbalance between
I and Q channels, many techniques have been proposed for
the transmitter as well as receiver [3]-[9]. In the transmit-
ter the so-called direct-conversion structure [3], [10], [12] is
the most commonly used for compensation. While in the
receiver both structures, the direct-conversion receiver [3],
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Fig.1  The block diagram of quadrature demodulator.

[4] and low-IF receiver [S]-[9], have been employed. In this
paper, we will focus on the design compensation in the re-
ceiver, the approach with the direct-conversion receiver for
imbalance and offset compensation is considered.

The block diagram of a typical quadrature demodulator
is depicted in Fig. 1, where the phase splitter at the local os-
cillator does not normally produce an exact xr/2 separation,
resulting in the phase imbalance between the I and Q chan-
nels. In fact, the mixers are never perfectly balance, causing
gain imbalance between the two channels. Additionally, the
gain imbalance and DC offset in each channel can be in-
troduced into the systems by the active low pass filter and
A/D converter. To compensate the effect due to the imbal-
ance between I and Q channels, in [3] the approach with
the decision directed structure was proposed to compensate
the imbalance and offset. Like an adaptive equalizer, the
compensator can operated in reference directed or decision
directed mode. However, this method has problems of slow
convergence and having relatively large steady-state values
of mean square error in case of low signal to noise ratio
(SNR).

In [4] two-steps approach, referred to as the linear pa-
rameters estimation and compensation scheme, has been
proposed to circumvent the problems described above. It
first estimates the parameters, related to the effect of im-
balance and offset, and after having obtained the estimated
parameters the correction of the received data can be per-
formed. By this approach, the reference signal sent from
the transmitter is required and must be constant envelope,
this is different from the one proposed in [3]. That is, in
[3] a direct decision in conjunction with the compensator
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was employed. To further improve the compensator, in [4]
an alternative approach, referred to as the nonlinear param-
eters estimation and compensation technique, where the ref-
erence signals are not required in the receiver, has been de-
veloped. This method estimates the parameters related to
the imbalance and offset only with the received demodu-
lated I/Q components. But since I/Q components of received
signal are noisy, the biased estimation might occur for low
signal to noise ratio.

In this paper, a new blind compensator associated with
the inverse QRD-RLS (IQRD-RLS) algorithm is devised to
adaptively estimate the nonlinear parameters and to com-
pensate the effects of the gain/phase imbalance and DC
offsets occur in the quadrature demodulator. Where the
power measurement of the received signal of the receiver
is employed with the blind adaptation algorithm for com-
pensation, it does not require any reference signal transmit-
ted from the transmitter (without using the training signal).
Moreover, the IQRD-RLS algorithm has been shown to have
the fast convergence rate and having better numerical stabil-
ity among the RLS family. Therefore, with our proposed
scheme the great improvement for eliminating the effects of
the imbalance and offset can be achieved over the existing
techniques.

For discussion, in this paper we first introduce the sig-
nal model of compensator in Sect.2. In Sect. 3, the basic
idea behind the proposed new blind scheme is addressed and
in Sect. 4 computer simulation results are given to verify the
superiority of the proposed scheme Finally, in Sect. 5 a brief
conclusion is given.

2. Signal Model Description

Let us consider an equivalent baseband communication
model where data signal is transmitted with quadrature mod-
ulator, i.e.,

va(t) = A(H){cosb(t) + jsiné(r)) (1)

A(?) denotes the amplitude of the transmitted waveform and
6(¢) is the phase, containing the information of I and Q chan-
nels. For convenience, the effect of the imbalance and offset
at modulator is neglected. The received signal v,(f) can be
expressed as

v(1) = A(H){cost(?) + jsinB(t)} + n;(t) + jno(t)
=v(0) + jvrQ(t) (2)

Where () and ny(t) are the in-phase and quadrature com-
ponents of the narrow band noise, respectively. Due to the
effect of the imbalance and offset, the components of I and
Q channels of the demodulated signal are represented by

var(k) = avy (k) + C; €)]

vap(k) = vrg(k)cose + v,(k)sing + Cop

In (3) @ and ¢ represents the gain and phase imbalance be-
tween the I and Q channels, while C; and Cg are DC offsets
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of the I and Q channels, respectively.

In [3], [4] many conventional compensation techniques
were proposed by assuming that the signal of the demodu-
lator input is the transmitted signal, v,(7), of (1). However,
in practice, in the receiver v,(¢) is not available. In Fig. 1,
the function of DSP is modeled to deal with the effects of
imbalance and offset introduced in the quadrature modula-
tor in which the parameters of the DSP model are related to
the effects of imbalance and offset of the demodulator and
have to be estimated. It seems reasonable that we may sim-
ply take the reference signal directly from the input of de-
modulator instead of using the training sequence sent from
the transmitter. Moreover, since the power measurement of
the received signal of the demodulator is feasible from the
receiver. With this basic idea, the new blind adaptive com-
pensation scheme can be developed in what follows.

3. Blind Adaptive Compensator

In order to circumvent the disadvantage of the compensators
described in [3], [4], in this section a new blind scheme with
power measurement of the received signal in the demodu-
lator is proposed. It is an alternative indirect non-linear pa-
rameters estimation and compensation approach, and can be
viewed as a blind version of the parameter estimation and
compensation (PEC) where an adaptive IQRD-RLS algo-
rithm is employed for updating the parameters, which are
the non-linear function of the terms corresponding to imbal-
ance and offset.

For discussion, the block diagram of the new blind
adaptive compensator is illustrated in Fig.2. The received
signal v,(¢) is applied to the demodulator, and in the output
we obtain the quadrature-demodulated signals vy (k), v40(k),
as defined in (3). Based on the quadrature-demodulated sig-
nals of (3) and the power measurement taken from the input
of receiver, v,(f), denoted as p(n), we are able to devise a
new blind scheme to adaptively estimate the parameters re-
lated to the imbalance and offset. In consequence, the es-
timated parameters can be applied to the compensator for
compensation. By definition the power measurements at the
demodulator input with a gain of G, can be expressed as

p(k) = G}, (k) + v (k) + ACk) €

A(k) is denoted as the measurement noise, which consists of
the thermal noise in the circuit and the quantization noise
due to the sampling process. Generally, the thermal noise is

v, (1) vy (k) vy (6) /

Parameters

¢ (k). co (k)

—

>

Estimation and
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Fig.2  The block diagram of new blind adaptive compensator.
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modeled as a white Gaussian process, while the quantization
noise is modeled as a white noise with uniform distribution
[10]. From (3) and after some mathematical manipulation,
we have
0,1(k) = var(t) — Cy
a
a(vag(k) — Cg) — (var(k) — Cp)sing
acosg

bro(k) = (5)

Substituting (5) into (4), the sample of the power measure-
ment data at time index k is expressed as

p(n) = whu(n) + A(n) (©6)

In (6) u(n) and w are denoted as

”?11(")
var(n)
| var(m)vag(n)
u(n) = UdQ(n) @)
U5 ()
1
and
w1 1
wr 2asCo - 2C
| ws | G —2as
“Iluw |T 2= 2as¢ -27Co |’
Wws @
We C? + @*C% - 2asC,C
I 0 0
(3

respected, and in (8) s =sing. Now, based on (6)—(8), the
problem becomes to estimate the unknown parameter vec-
tor, w, given two observable sets u(n) and p(rn), where p(n)
can be viewed as the desired response. It should be noted
that the function of compensator is an inverse filtering of
the demodulator, with gain/phase imbalance and DC offset.
Therefore, with the power measurement (6) can be viewed
as the problem of system identification, in which u(#n) is the
input vector, from (3) we know that it is related to the I and
Q channels of the demodulated signals, vg;(n) and vso(n).
While p(n) is the desired response,which is related to the
I and Q channels signal components, v,(n) and v,o(n), of
the received signal v,(n), it consists of the modulated data
signal and background noise, or other interference signal,
e.g., if Rayleigh fading channel is considered. Also, in (6)
w(n) represents the system parameter vector to be estimated,
which is related to the parameters of the gain/phase imbal-
ance and DC offset of the demodulator, and A(n) is the mea-
surement error. As described above, the major difference
of the proposed scheme from the conventional schemes ad-
dressed in [3], [4] is placed on the fact that in our scheme
the desired response is directly related to the received signal
v,(n), it is changed with the environment we faced, and will
have less effect due to noise or other interferences. On the
other hand, in the conventional schemes, they assumed that
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the desired response is the training data signal or using the
ideal error free components of v,;(n) and v,o(n). Therefore,
the mismatch between input and desired response signals of
the compensator will be increased when the noise or inter-
ference component is increased. Next, for estimating the pa-
rameter vector, based on (6), we may define the estimation
error as

e(n) = p(n) — w' (nyu(n) 9)

The parameters defined in (8) can be obtained by minimiz-
ing the exponentially weighted least squares error, i.e.,

sm) = ) A"l (102)
i=1

where A is the forgetting factor. In a form of matrix norm
(10a) may be rewritten as

&(n) = A (nyem)|* (10b)
= A2 (m)p(n) — A2 ()X (n)w(n)|

where e(n) = [e(1),e(2),...,em)]” and pn) =
[p(1), p(2),..., p(m)]" are the error vector and desired re-
sponse vector respectively. And [|(.)|| denotes the Euclidean
norm of (.). The diagonal matrix and the data matrix are des-
ignated by A'2=diag[ VA*T, Va2, ..., ¥, 1] and X(n) =
[u(1),u(2),...,u(n — 1), u(n)]”, respected. Recalled that in
the conventional QRD-RLS algorithm an orthogonal matrix
Q(n) is used to triangular the data matrix, A'/>X(n), and the
weighted desired vector, A'/>p(n), by Givens rotation [11].
That is,

QA2 (mX(n) = [ Rg”] (an
QA (mp(n) = [ 383} (12)

Where R(n) is a 6 X6 upper triangular matrix, O is an (n-6)x
6 zero matrix, z(n) and v(n) are the 6x 1 and (n-6)x1 vectors.
Since orthogonal matrices are length preserving, using the
results of (11) and (12), the cost function of (10) can be
rewritten as

2
' 13)

£n) = ’ [ 2(n) ~ R()w(n)

v(n)

By minimizing (13), the optimal weight vector of the least
square (LS) solution can be obtained

wis(n) = R (n)z(n) (14)

(14) is referred to as the QRD-LS algorithm. It can be solved
by back substitution to solve the LS weight vector. More-
over, in [11] an alternative approach referred to as the in-
verse QRD-RLS (IQRD-RLS) algorithm was proposed. It
can be used to solve the LS weight vector without imple-
menting the highly serial back substitution step required in
the QRD-RLS algorithm. From [11], the IQRD-RLS algo-
rithm for updating the LS weight vector is given by
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u,(n)
wn)=wn-1)+ e(n,n—1) (15a)
b(n
where the priori estimation error, e(n, n — 1), is defined as
e(n,n—1) = p(n) — w' (n — Du(n) (15b)

Both the scalar variable b(n) and the vector u,(n) of (15a)
are evaluated entirely by rotation-based method, using the
Givens rotations, when R™T (n)(inverse Cholesky factor) is
updated from R~ (n — 1). To do so, we define an intermedi-
ate vector, a(n), i.e.,

a(n) = R T (nu(n) (16a)

It provides the key to the parallelization of the inverse QRD-
RLS approach. From [11], it shows that there exists rotation
matrix P(n) such that

[ o ] = p(n)[a(l’” } (16b)

where P(n) successively annihilates the elements of the vec-
tor a(n), starting from the top, by rotating them into the el-
ement at the bottom of the augmented vector [a” () 1]7. In
consequence, we can evaluate uy(n) by

-T ~12R-T (s _
[R (n)}:p(n)[/l R7(n 1)] (17)

u;(n) 07

The IQRD-RLS algorithm of (15a) requires the initial set-
ting for parameters R~ (n) and w(n) described as follows:
Initialize the algorithm by setting

RT0) =61

w(0)=0
Where 6 is a small positive constant and I is a 6 X 6 identity
matrix. After having obtained the parameter vector w(n),

the estimate of the gain, phase imbalance and DC offset can
be obtained

ws
a= —
wi

.1 w3
= R 18
¢ = sin ( 5 wlws) (18)
2wows — w3w
€= wi —54w -
3 1Ws
CQ _ 2w1w4—w2w3

w% — 4dwws

In consequence, the estimated parameters are employed for
the correction of the received signal to perform the compen-
sation. That is, the correction of the imbalance and offset is
carrier out using (3) by replacing v,(n) and v,o(n) with ¢;(n)
and cp(n), respectively.

e ny = 2= (19)

a
a(vgo(n) — Cp) — (var(n) — Cr)sing
acosg

co(n) =
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4. Computer Simulation Results

To document the merits of the proposed scheme, in this
section, computer simulation is carried out for a coherent
16-PSK-communication system. The simulation results are
compared with other existing techniques, such as Decision
directed compensation (DDC) [3], the DDC with IQRD-
RLS algorithm, the Linear and nonlinear parameter estima-
tion and compensation (PEC) [4]. In the simulation we as-
sume that the transmitter is free of any gain/phase imbalance
and DC offset. Also, in the simulation, the following param-
eters with values; @ = 0.95, ¢ = 5°, C; = -0.05, Cp = 0.05,
are employed.

As described earlier in Sect. 3, that with our proposed
scheme the component of background noise has been in-
volved in the I and Q channels of the demodulated sig-
nals, vgr(n) and vyp(n), as the input signal in the compen-
sator as well as in the desired response of p(n). Therefore,
with the faster convergence IQRD-RLS algorithm, the pro-
posed scheme could achieve faster convergence rate to elim-
inate the effect due to the gain/phase imbalance and DC
offset of the demodulator as evident from Fig.3 to Fig. 5.
Since the PEC-nonlinear scheme proposed in [4] was with
the blind approach, first we would like to compare the con-
vergence property of the proposed scheme with the PEC-
nonlinear scheme, in terms of gain/phase imbalance and DC
offset. Figure 3 illustrates the convergence behavior of the
parameter estimates with the nonlinear parameters estima-
tion scheme suggested in [4] and the proposed scheme, for
SNR=0dB. As observed from Fig. 3, all the parameters es-
timated by the proposed scheme with the IQRD-RLS algo-
rithm converge to the desired values in about 30 symbols.
However, this is not the case when the nonlinear estima-
tion and compensation suggested in [4] is employed, that
is, the estimation is biased due to the low signal to noise
ratio. To further investigate the advantage of the proposed
scheme, the learning curve, e.g., the convergence behavior
of the mean square error, is considered. For comparison,
we define the symbol error as the remainder in the symbol
between the input of the demodulator and the output of the
compensator, i.e.,

esymboi(M) = [r1(n) — Cr(n)] + jlro(n) — Com)]  (20)

Fig. 4 is the comparison of the learning curves with different
approaches for SNR=15 dB. In general, in the conventional
engineering problems the approach with the blind adapta-
tion scheme has worse performance compared with the non-
blind adaptation approach. However, from Fig. 4, we learn
that the proposed PEC performed the best and having faster
convergence rate. Similarly, in Fig.5 for SNR=5dB the
proposed PEC scheme outperforms other existing methods.
As described earlier with the proposed scheme the compo-
nent of background noise has been involved in the system
identification model, where the I and Q channels of the de-
modulated signals, vy/(n) and vgp(n), can be viewed as the
input signal in the compensator and the desired response,
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Fig.3 Convergence of parameter estimation with (a) nonlinear parame-
ters estimation [4] and (b) proposed technique in SNR=0dB.
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p(n) is the corresponding output signal. It has the less ef-
fect by the background noise as evident shown in Fig. 4 and
Fig. 5. Moreover, sine the DDC-LMS and DDC-IQRD-RLS
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Fig.6  Comparison of the typical mean square symbol error with
different compensation techniques.

are with the training data in the output of compensator, when
the value of SNR is changed from 15 dB to 5 dB, the perfor-
mance are degraded, dramatically, compared with the one
of using the PEC-linear. In fact, it can be easily observed
from the optimal weight vectors derived for the DDC-LS
and PEC-linear with LS approach. The DDC-LS is affected
by the noise more than the PEC-linear. (Due to the limita-
tion of content, the detail analysis is not given here.) Also, in
all case the conventional blind approach, the PEC-nonlinear
scheme performed the worse. Next, the typical mean square
symbol error for various compensation techniques are ex-
amined. Again, as depicted in Fig. 6, the proposed scheme
has the smaller value of mean square symbol error, when the
value of SNR is below 20 dB. Since for higher SNR cases,
all the methods used for adaptive compensatorcould perform
well, it is not useful in practical application. Finally, we
would like to show the performance in terms of bit-error-
rate (BER). From Fig. 7, by using the proposed PEC scheme
the BER approaches the one (the ideal case) without hav-
ing the gain/phase imbalance and DC offset. That is, with
our approach we are able to eliminate the effect of due to
the imbalance and DC offset in the quadrature demodulator,
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Fig.7  Performance comparison of BER for the cases with and without
compensation.

perfectly.

Next, it is of interest to investigate the performance
of the proposed scheme when it is fluctuated by the mul-
tipath fading channel. From (2), when the signals transmit-
ted through the multipath-fading channel, the received sig-
nal can be rewritten as

(1) = a1 (D’ DA (1)[cosb(t) + jsin(7)]

L
+ D faune A lcosb(t - 1)
=2
+ jsiné(t — 7)1} + ny(t) + jno(r)
= A(H)[cosO(t) + jsinf(t)]

+ [a1 ()’ — 1A, (H)[cosO(r) + jsind(1)]

L
+ > {au®e A lcosd(t — 1)
=2
+ jsiné(t — 7)1} + ny(t) + jno(r)
= Ay(D)[cosf(z) + jsinb()] + Ny(t) + jNo(r)
(2D

Where a; and ¢; denote the Rayleigh fading parameter and
Doppler frequency shift, respectively. It is noted that in this
case the components of narrowband noise, n;(f) and ng(1),
described in (2) have been replaced by N;(#) and Ny(1), re-
spectively, to include the effect of multipath fading environ-
ment. To investigate this effect for the proposed scheme, a
synchronous pilot symbol-aided QPSK DS-CDMA system
over multipath fading channel addressed in [13] is consid-
ered. For simplicity, only single user with 5 multipaths is fo-
cused. The channel bandwidth is 3.968 MHz, the carrier fre-
quency is 2.0 GHz (consistent with that given in [13]), and
the mobile speed is set as 50 km/h. Here the non-orthogonal
Gold codes with length N=31 are employed. As evident
from Fig. 8 and Fig. 9, the proposed scheme is more robust
to the multipath fading and has better convergence property
as compared to other conventional techniques, in terms of
the convergence curves of gain/phase imbalance and DC
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Fig.8 Convergence of parameter estimation with @=0.95, f=5°, C; =
—0.05 and Cp=0.05. (a) Linear parameters estimation [4] (b) nonlinear
parameters estimation [4] and (c) proposed scheme, for SNR=0dB.

offset parameter estimation, and MSE. Other conventional
schemes have serious effect of phase imbalance due to mul-
tipath fading environment, but the proposed scheme still per-
formed well.

Finally, to evaluate and analyze the computation com-
plexity of the proposed scheme and compared with the con-
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Table 1  Comparison of computation complexity.
Algorithm kalman | Update LS Total Others
gain weights | complexity
LMS MUL 2N+1 2N+1
ADD N+1 N+1
RLS MUL| 6N [2N?+2N+1[2N%+8N+1
ADD N?+N+1 | N?+N+1 |1 division
IQRD- MUL| 6N 2N 8N O(N)
RLS ADD 2N 2N operations
for
recursive
updating
of the
triangular
matrix
R(n)

ventional schemes, in Table 1 the computation complexity
of the IQRD-RLS algorithm used in the proposed scheme
with the conventional LMS and RLS algorithms is given for
comparison. It is well known that the conventional LMS
has the less computational requirement than the RLS fam-
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ily. Also, as discussed in [11], among the RLS family the
IQRD-RLS algorithm can provide the same numerical sta-
bility and achieving the fast convergence rate as the QRD-
RLS algorithm, and outperformed the conventional RLS al-
gorithm. Moreover, the structure of the IQRD-RLS algo-
rithm is more suitable for IC design and VLSI circuit im-
plementation than the QRD-RLS algorithm. Since in this
application, only six parameters are involved for estimation,
the configuration scale of DSP will not be a problem.

5. Conclusions

In this paper, the problem of gain/phase imbalances and
DC offsets in quadrature demodulator has been investigated.
Here, a new blind adaptive compensation scheme along
with the power measurement of the received signal was de-
veloped to adaptively estimate and compensate, using the
IQRD-RLS algorithm, for the gain/phase imbalances and
DC offsets in a quadrature demodulator. Simulation results
verified that the effects of the gain/phase imbalance and DC
offset could be eliminated with the proposed blind adaptive
compensator along with the IQRD-RLS algorithm. It pos-
sessed the properties of having rapidly convergence rate and
the smaller MSE compared with other existing techniques
addressed in [3], [4]. Moreover, with this approach, it did
not require any training sequence sent from the transmitter,
resulting in data rate improvement. Moreover, the proposed
new blind adaptive compensation scheme is very suitable for
communication systems with QAM transceiver.
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